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SUMMARY 

Until recently, transit data lacked a common data format that could be used to 

share and integrate information among multiple agencies. In 2005, however, Google 

worked with Tri-Met in Oregon to create the General Transit Feed Specification (GTFS), 

an open data format now used by all transit agencies that participate in Google Maps. 

GTFS feeds contain data for scheduled transit service including stop and route locations, 

schedules and fare information. The broad adoption of GTFS by transit agencies has 

made it a de facto standard. Those agencies using it are able to participate in a host of 

traveler services designed for GTFS, most notably transit trip planners. Still, analysts 

have not widely used GTFS as a data source for transit planning because of the newness 

of the technology. The objectives of this project are to demonstrate that GTFS feeds are 

an efficient data source for calculating key transit service metrics and to evaluate the 

validity of GTFS feeds as a data source. To demonstrate GTFS feeds’ analytic potential, 

the author created a tool called GTFS Reader, which imports GTFS feeds into a database 

using open-source products. GTFS Reader also includes a series of queries that calculate 

metrics like headways, route lengths and stop-spacing. To evaluate the validity of GTFS 

feeds, annual vehicle revenue miles and hours from the National Transit Database (NTD) 

are compared to the calculated values from agencies whose GTFS feeds are available. 

The key finding of this work is that well-formed GTFS feeds are an accurate 

representation of transit networks and that the method of aggregation presented in this 

research can be used to effectively and efficiently calculate metrics for transit agencies. 

The daily aggregation method is more accurate than the weekly aggregation method, both 

introduced in this thesis, but practical limitations on processing time favor the weekly 

method. The reliability of GTFS feed data for smaller agencies is less conclusive than 

that of larger agencies because of discrepancies found in smaller agencies when their 

GTFS-generated metrics were compared to those in the NTD. This research will be of 

particular interest to transit and policy analysts, researchers and transit planners.
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CHAPTER 1 

INTRODUCTION 

Background 

Transit planning and decision-making are increasingly data-driven processes that 

require extensive measurement of various metrics including ridership, on-time 

performance and hours of service provided. Although the methods of analysis are well 

documented in the Transit Capacity and Quality of Service Manual (1) and textbooks 

such as Vuchic’s Urban Transit: Operations Planning and Economics (2), there is a large 

gap on the subject of obtaining or collecting data for analysis. Even the latest transit 

guidance documents recommend using printed timetables as viable sources of 

information about transit service (1), a recommendation that is increasingly outdated. 

Other documents may simply ignore the task of data acquisition in their guidance.  

A trend now codified in federal policy called “open data” calls for the availability 

of public data in machine readable formats (3) and has been discussed and advocated for 

in the transportation field (4). The open data trend is proving itself to have many indirect 

benefits to the transportation industry, one of which is the availability of structured data 

for transit analysis. Having structured transit data available to the public has allowed for 

the proliferation of apps and user services, but it has also allowed for its use as a data 

source in transit analysis. A few project specific examples were presented in the last two 

meetings of the Transportation Research Board where GTFS data was used as part of an 

analysis (5–7), but there are many more opportunities for using this data that will be 

discussed in this thesis. 
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Motivation 

This project is motivated in part by proposals made by the National Center for 

Transit Research which identified GTFS as a potential data source for transit analyses. In 

that report, Catalá, Downing and Hayward explained in great detail the potential for GTFS to 

be used as a data source in various business activities including, most significantly, service 

evaluations and planning (8). GTFS is a standard that is shared by hundreds of transit service 

providers around the world, therefore any methodology that effectively utilizes data in that 

format can be applied to a vast number of agencies and services. This provides new 

opportunities for performance measurement, benchmarking and research. For example, 

modes can be characterized based on their service frequencies, route lengths and stop 

densities in a way that was previously impractical due to the non-digitized and un-

standardized format of transit information.  

Still, static schedule data is limited in its ability to support decision making as most 

performance measures are concerned with what actually takes place rather than what is 

scheduled. Another motivating factor in this research is to understand the usefulness and 

validity of open agency-endorsed datasets in general. Trends in open transit data are fast 

moving and already include datasets with real-time vehicle location information; future data 

may even include granular ridership information. The ability to track on-time performance 

and reliability through open data will happen soon and this research can be used as a basis for 

evaluating the usefulness of agency-generated information.  

Objective 

The objectives of this research are to demonstrate that GTFS feeds are an efficient 

data source for calculating key transit service metrics and to evaluate the validity of 

published GTFS feeds as a data source by batch processing them and comparing the 

results to metrics in the NTD. By doing so, future researchers and individuals involved in 

transit analysis will be better informed on the use and limitations of GTFS data. This 

thesis documents the capabilities and processes used to generate performance measures, 
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which will be of interest to researchers and analysts, among others. In addition, a detailed 

methodology for calculating system-wide performance measures comparable to those in 

the NTD will be useful for anyone pursuing additional research in this field using open 

data for performance measurement. 

Outline 

Chapter 2 of this thesis is a literature review of three main topics relevant to the 

research: open data in transit, the General Transit Feed Specification, and performance 

measures in transit. This literature review will form a foundation on which the data 

methodologies are based. These methods are described in Chapter 3 which explains how data 

is compiled and processed for use in generating performance measures. Additionally, Chapter 

3 contains an analytic demonstration of the power of the data methodology by analyzing the 

industry’s use of the specification, computing stop-level headways and route-level stop-

densities for an example agency. It also calculates system-wide headway metrics across 50 

large agencies in North America. Finally, Chapter 4 describes an attempt to validate the use 

of GTFS data by comparing two metrics found in the National Transit Database for a 

selection of transit agencies in the United States in FY 2012. Chapter 5 discusses the findings 

and conclusions for the report along with gaps that future research could fill.  
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CHAPTER 2 

LITERATURE REVIEW 

This project explores the opportunities for transit analysis using a new data source 

available to the transit industry and attempts to validate the data source by comparing 

metrics derived from that data to existing metrics from the National Transit Database 

(NTD). To that end, this chapter explores the major concepts surrounding open data, a 

key requirement to capitalize on the opportunities of the data; the General Transit Feed 

Specification (GTFS), the data standard used in the analysis; and an overview of popular 

performance measures that may be applicable for calculation using GTFS feeds. 

Open Data 

Following a trend among public agencies to improve transparency and invite 

broader participation in the design of citizen services, many transit agencies have begun 

to publish their schedule data online for public consumption; this approach is referred to 

as “open data.” The open data movement has been influential throughout the last few 

years as public sector culture has begun to accept the notion that data should be in the 

public realm.  An executive order from May 2013, “Making Open and Machine Readable 

the New Default for Government Information,” laid federal groundwork for how open 

data should be incorporated into the culture of public agencies. In the implementation 

guidance of this executive order, open data is described as “publicly available data 

structured in a way that enables the data to be fully discoverable and usable by end 

users.” (9)  

The same memorandum recalls the openness associated with weather and GPS 

data, and how that openness fueled innovation in warning systems, navigation systems 

and farming tools. That mentality is shared by many who advocate for open data and 

argue that many kinds of innovation rely on open data to succeed, even if the direct 

positive benefits for agencies are not readily apparent. Hemerly writes:  
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“[Positive] impacts are often one or two steps down the chain from the 

original decision, event, or policy. It is difficult to say that the ‘opening’ of 

transit data is responsible, but it is clear that the information system built 

on the data, and the entry points they offered to developers, have had a 

positive effect. In large-scale systems, it is difficult to isolate data as 

individual variables to effectively measure their impact.”(10) 

This notion is supported by the computer science theory of complementarities, which 

suggests that coordinated activities yield higher and more efficient returns than 

uncoordinated activities; that they are greater than the sum of their parts. (11) Open data 

by itself is not going to prove its value, but the digital artifacts that support agencies or 

constituents in concert with that data have value. The benefits cannot be fully predicted 

because there is value in data that will only be realized when developers or engaged 

citizens make use of it and share insights about it. Tim O’Reilly, an influential thought 

leader on the subject suggests that government should act as a platform on which citizens 

and developers can build; by releasing data, governments allow citizens to develop user 

services, research and other benefits that the government agency itself would never 

pursue because of their narrowly defined missions (12). As it pertains to transit data, one 

of the primary results of agencies releasing data is a host of new methods for delivering 

customer information (8, 13). 

The magnitude of the public value of open data is widely discussed in non-

academic settings with enthusiasm (14–16), although the empirical study that introduced 

the complementarity theory earlier suggests that the tangible value of open data is usually 

overstated (11). 

The open data trend is strong in the transit sector. A 2013 survey of transit 

agencies conducted by the American Public Transportation Association (APTA) notes 

that 88 percent of large agencies and just under half of small agencies surveyed provide 

static schedule data to third-party app developers - a proxy for open data (a separate 

question asked about those using Google Maps specifically). About two-thirds of all 
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agencies in the survey  participated on Google Transit (17). The market drive for use of 

Google Transit has likely had a great impact on the high adoption rate of GTFS and the 

subsequent opening of that data to third-parties other than Google.  

General Transit Feed Specification (GTFS) and Transit Data 

 

History of GTFS 

The General Transit Feed Specification (GTFS), first introduced in 2005, is the 

result of a project between Google and TriMet in Portland to create a transit trip-planner 

using the Google Maps web application. Because of the collaborative approach to its 

development, the specification was designed to be simple for agencies to create, easy for 

programmers to access and comprehensive enough to describe an intricate transit 

system.(14) GTFS identifies a series of comma separated files which together describe 

the stops, trips, routes and fare information about an agency’s service. Google opened the 

feed for general use in mid-2007 and it propagated widely as agencies translated their 

transit schedules into the format. The feed is the most used standard for static transit data 

exchange in the United States today.  According to data from the GTFS Data Exchange 

as of July 2012, just over 25 percent of agencies in the United States published open 

transit data in GTFS format (6). 

Primary Functions of GTFS 

According to the specification’s documentation, “[GTFS] defines a common 

format for public transportation schedules and associated geographic information. GTFS 

‘feeds’ allow public transit agencies to publish their transit data and developers to write 

applications that consume that data in an interoperable way.” (18)  This succinctly 

describes its purpose and highlights a number of key elements of the specification. The 

first is that it covers static schedule and map data (as well as fare information), but does 

not include any real-time vehicle location or prediction information. Secondly, the 
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description envisions agencies publishing data in a one-way work flow that doesn’t 

require two-way interaction with a potentially large number of developers. Lastly, it 

highlights the idea of interoperability which has been a key driver in the broad adoption 

of the specification as apps written for many different agencies are transferrable to others 

when using GTFS. 

The description provided in the documentation doesn’t speak to the kind of 

applications that would be developed, but a look at most apps using GTFS tend to 

provide travelers with information about various transit systems. The formats and 

mechanisms for providing that information vary widely among mobile apps, websites and 

other services, but are generally created to deliver some kind of personalized information 

to a traveler(19). Exceptions to this include visualizations of transit movement (20), 

geospatial applications that leverage the geographic information in GTFS feeds for tasks 

like apartment searching (21), or other general interest applications.  

Alternative Uses for GTFS Data 

An important precursor to this study is a report produced by Catalá, Downing and 

Hayward that described the potential for alternative uses of the GTFS while proposing 

updates to it. In it, they wrote that “GTFS data provides a clear illustration of an agency’s 

service and can be very helpful in understanding [the impact of service changes] (8).” They 

highlighted the wealth of visualization techniques that can help decision-makers understand 

the impacts of service changes. Additionally, the report describes the challenges of regional 

or state transportation planning due in part to the disparate data sources of multiple local 

agencies. The report discussed a case study with the Florida Department of Transportation 

District 7 office where there was a need to locate high-activity bus stops throughout the 

region in order to identify pedestrian safety focus areas. Aggregating and keeping their 

database up-to-date without a standard data feed would have been arduous; instead, their 

research partners used GTFS feeds and simple scripts to maintain their database. (22) 
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Some public entities are relying on this data for an array of activities including, 

for example, travel demand modeling.  The Delaware Valley Regional Planning 

Commission (DVRPC) modeling group cites the advantages of GTFS feeds to avoid 

manual coding errors, ease data integration among multiple providers and improve 

general data quality. They also emphasized the importance of easily updating transit 

service information when schedules change, which was previously a manual task (23). 

Researchers in San Francisco are likewise using GTFS data as part of their transit 

assignment model for use as a component in other planning models. (5) Two research 

efforts presented at the 92
nd

 Annual Meeting of the Transportation Research Board in 

2013 also make use of GTFS data for single-agency studies: a study from École 

Polytechnique de Montréal used GTFS to build public transit trip-generation models (7); 

and a study from the University of Arizona used GTFS data to explore transit route 

restructuring plans (6). In all instances, research focused on the use of a GTFS feed as a 

data set for one region, rather than the use of multiple feeds to represent multiple 

agencies whose metrics could be compared as will be shown in this research. 

 

Technical Elements of GTFS 

GTFS describes a series of 13 unique text files that, when compressed in a .zip 

file, form a GTFS feed. Each of the text files is formatted as a comma-separated-value 

file and the specific header fields in each text file are prescribed by the specification. A 

GTFS feed viewed in a typical file explorer is shown in Figure 1 along with the text 

contents of a stops.txt file. Additional tables and fields are allowed in GTFS feeds, but 

the minimum requirements are provided by the specification. The files are related to one 

another using certain shared values; for example, a trip in the trip.txt file is related to a 

route in the route.txt file by sharing the same route_id, a field in both files. This is akin to 

a relational database, although not called it in the specification, and the text files are often 

referred to as tables (as they will be for the remainder of this paper).  
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Figure 1 Zipped file structure (above) and sample text file from a GTFS feed  

(Screenshots from the author’s computer) 

 

The author developed a database diagram in  that identifies the files from the 

GTFS (18) as database tables and shows the relationships that exist among them. It also 

shows which tables and fields are required or optional per the specification. The overall 

structure of the database tries to avoid duplicative information by creating cascading 
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relationships from the most disaggregated information in the stop_times table to the most 

aggregated information in the agency table. As an example, a row of data in the 

stop_times table refers to the scheduled arrival and departure of a transit vehicle on a 

specific trip; that trip is categorized by a route which is categorized by the agency 

providing it.  
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When generating a GTFS feed, the most important elements to adhere to in the 

specification are the use of required fields and files, and the proper relationship of data 

among the separate files. These structural elements allow a GTFS feed to be read into the 

many consumer-facing applications that make use of GTFS data. Beyond the structure, 

however, the creators of GTFS feeds must ensure that the data is internally consistent. 

For example, stop times (identified by trip_id and stop_id) must be consistently related to 

trips (identified by trip_id); if the trip_id differs among those two tables, the relationship 

will not be interpreted by GTFS-reliant applications.  

There are many ways that GTFS feeds could be created incorrectly outside the 

overview discussed here. The Google Feed Validator is a robust open-source tool 

available from Google
1
 that reviews the entries of a GTFS feed and reports errors and 

warnings including invalid values, duplicate values, unrelated ids between tables and 

invalid timing (such as transit vehicles that overtake one another) or route/stop 

placements.  

Performance Measurement 

Transit planning studies often require a variety of quantitative analyses and 

metrics to support local decision making and to evaluate a transit system among its peers. 

Additionally, performance measurement is relevant to agencies because they may be 

required to collect and report certain information and they may use them to convey the 

results of changes to the public or third parties. (24) In general, their use helps to 

succinctly characterize the condition of some aspect of an agency, whether it is quantity 

of service offered, quality of operations or other elements that can be tracked. Some of 

the performance measures that are reported to the NTD are actually used in the formula 

grants that provide substantial funding to local transit agencies. As such, the correct 

                                                 
1
 Available at https://code.google.com/p/googletransitdatafeed/ 
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calculation of those measures is critical to the equitable distribution of funding for transit 

systems around the U.S. 

Performance measures are also an increasingly popular policy tool required by 

legislation such as MAP-21, which requires the use of performance measures and targets 

as part of the planning process. (25) According to industry analysis of the legislation, the 

planning process will now include “regional surface transportation system performance 

targets that are coordinated with local transit providers … [and a] new planning process 

that will establish and use a performance based approach to the national goals [of the 

legislation].” (26)  Rulemaking to implement these targets was not yet been finalized at 

the time of writing (26). The scope of those performance measures are broader than those 

discussed in this research, but nonetheless support the overall need for performance 

measurement. The successful use of performance measures is linked to the availability of 

technical resources to generate those measures (27).  A common thread in federal 

rulemaking discussions is the need for performance measurements that are commensurate 

with available data. The Center for Transit Oriented Development actually points to the 

use of GTFS data as a data source for calculating a housing and transportation index for 

use in the national ridership model. (28) These suggestions would have an impact on 

federal performance measurement requirements, but there are many other reasons that 

agencies would choose to develop different kinds of performance measurements. 

There are myriad types of performance measures and analyses beginning with 

those documented in the Transit Capacity and Quality of Service Manual (TCQSM), 

which describes a number of methodologies that aim to provide metrics for service 

availability and quality of service (29). Many other studies within the past decade have 

proposed additional transit assessment tools and methods related to reliability (30)(31), 

service quality (32), and network evaluation (33)(34). In general, however, whether 

relying on static or real-time data sources, these documents tend to leave data acquisition 

for the user to determine. As a specific example, a Transit Cooperative Research Program 
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(TCRP) report on transit performance measurement systems states that “measures 

developed using [schedule, map, operations and financial] information require little 

investment in staff time or resources, as the data are already being collected for other 

purposes and need only be compiled for use in the agency performance-measurement 

program (24)” In practice, however, data acquisition from outside an agency by 

consultants or researchers can be very challenging.  

Like many other guidance documents, the TCQSM provides analytic methods but 

gives little guidance with respect to data sources. This is likely due to the variety of 

software solutions and reporting features available in the transit industry.  As a result, 

researchers and analysts who try to compare or aggregate data from one or multiple 

agencies may face challenges in data acquisition and cleaning. Furthermore, data tools 

used in one region may not be applicable elsewhere, leading to customized analyses and 

increased costs for agencies that outsource this kind of work. When the first edition of the 

TCQSM was released, transit agencies in Florida, especially large ones, found it 

challenging to use tools that catered to specific data formats (22). Following that 

experience, a 2008 report with application guidelines for TCQSM methods recommended 

using data from the National Transit Database (NTD) for some analyses (35), which is 

challenging given its low resolution with system-level data (information is not provided 

at the route or stop level).  

The NTD is a reporting system required by federal legislation under Title 49 

U.S.C. 5335(a): 

(a) NATIONAL TRANSIT DATABASE — To help meet the needs of 

individual public transportation systems, the United States Government, 

State and local governments, and the public for information on which to 

base public transportation service planning, the Secretary of 

Transportation shall maintain a reporting system, using uniform categories 

to accumulate public transportation financial and operating information 

and using a uniform system of accounts. The reporting and uniform 

systems shall contain appropriate information to help any level of 
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government make a public sector investment decision. The Secretary may 

request and receive appropriate information from any source. 

(b) REPORTING AND UNIFORM SYSTEMS — the Secretary may 

award a grant under Section 5307 or 5311 only if the applicant and any 

person that will receive benefits directly from the grant, are subject to the 

reporting and uniform systems.(36) 

This enabling legislation requires that any agency requesting funding under traditional 

transit funding mechanisms participate in the NTD. Still, the legislation gives the 

secretary and through him the Federal Transit Administration significant latitude in the 

kind of information collected and the manner in which it is collected. The specific 

requirements of reporting to the NTD are made and amended through the federal rule-

making process which provides notices and asks for input from stakeholders through 

notices in the Federal Register. 

The following sections discuss widely used performance measures in transit and 

the applicability of GTFS in calculating or tabulating those measures. 

 

Existing Measures 

Transit Capacity and Quality of Service Manual 

The Transit Capacity and Quality of Service Manual (TCQSM) is the leading 

resource on analytic methods for evaluating transit in the United States. Based on 

guidance in the second edition of the manual, there are six different performance 

measures for fixed-route transit pertaining to availability of transit services and the 

comfort/convenience of those services. These two categories could be analyzed at the 

system-wide level, encompassing multiple routes and services; the route level, 

concerning all transit service on a particular route designation; or the stop level, which 

might contain information for multiple routes or modes that stop at a specific location. 

Table 1 summarizes the fixed-route transit service measures from the TCQSM (29) and 

identifies those where GTFS feeds can be used as a data source.  
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Based on previous discussion about GTFS feeds and the methodologies discussed 

in the TCQSM to calculate the various metrics, the structured data from GTFS could be 

used to tabulate or calculate some of the measures. A review of the methods shows that 

two of the six measures can be calculated exclusively with GTFS feeds and the four 

others can be calculated using GTFS feeds with supplemental data. In general, while 

GTFS feeds can form part of the data needed for any of the metrics shown in Table 1, the 

static nature of the GTFS data makes it more effective in availability metrics, and less so 

for comfort and convenience metrics.  As part of this demonstration, the methodology 

and results in this work use average headway (TCQSM measure of service availability at 

transit stops) to evaluate the applicability of GTFS feeds as a dataset. 

 

Table 1 Data requirements in TCQSM analyses - Adapted from TCQSM 2
nd

 Ed (29) 

Quality of 

Service Category Resolution Measure 

GTFS 

Applicable Additional Data required 

Availability Transit Stops Average headway Yes None 

Availability 
Route 

Segments/Corridors 
Hours of service Yes None 

Availability System 
Percent transit-

supportive areas covered 
Yes 

Employment, residential 

densities 

Comfort / 

Convenience 
Transit stops Passenger Load Yes Passenger counts 

Comfort / 

Convenience 

Route 

Segments/Corridors 
On-time performance Yes Archived actual arrival times 

Comfort / 

Convenience 
System Travel Time Difference Yes Traffic network 

 

The third edition of the TCQSM was released in 2013 and expands on the second 

edition in a number of ways. The most relevant of those to this research is the removal of 

levels of service in most analyses, and a reorganization of availability concepts that rely 

less on the system-route-stop analysis designations, instead relying more on the direct 

concepts of frequency, service span and access. Another addition is the designation of an 

average system headway which is based on traditional route-level cycle-time calculations 

using data available in the NTD. (1) This is in contrast to the method provided in the 
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analysis of this work which describes a more directly calculated value based on 

individual headways within a system. 

Most analytic activities in this thesis were conducted prior to the release of the 

third edition of the TCQSM; while there are few substantive impacts on the 

methodologies employed, readers should note some of the organizational differences 

such as the use of the system-route-stop level framework. 

National Transit Database  

 The NTD requires two kinds of reporting, monthly ridership reporting and annual 

reporting on finances, assets, services provided, resources consumed, employment and 

federal funding statistics (37). This work is specifically concerned with the Service 

Module, a set of data related to “transit service supplied by the transit agency and the 

transit service consumed by passengers.” (38) The key measures of interest in the 

services module include metrics such as vehicles operated in maximum service, 

scheduled vehicle miles, vehicle revenue miles and hours, and train revenue miles and 

hours. The data required for these metrics are documented in the NTD Reporting Manual 

which is a large volume providing guidance to reporting agencies.  

 In general, the NTD requires information that can easily be tabulated in order to 

reduce the probability of misinterpretation or errors. Most of the values in the service 

module, for example, are sums of service data such as the time vehicles are in service 

according to time tables (vehicle revenue hours) or the number of hours of service in 

which trips for a route or system are occurring. The NTD avoids collection of more 

nuanced average value metrics such as average headway whose analysis could be 

misinterpreted easily (such as combining headways for multiple routes along a trunk line 

instead of considering each one separately).   
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CHAPTER 3  

GTFS READER 

This chapter summarizes the purpose and methods employed in the development 

of a suite of scripts that comprise a tool called the GTFS Reader. It also includes an 

analytic demonstration of applications for the use of GTFS feeds. The GTFS Reader is 

used in Chapter 4 for the validation of national performance measures. 

Purpose 

The purpose of this section is to develop a tool that can efficiently calculate 

performance measures from timetable and map data in GTFS feeds and demonstrate the 

broad capabilities of the method for expansive analysis. To do so, the author developed 

the GTFS Reader, a tool to read and analyze GTFS feeds in bulk. This chapter explores 

the availability of GTFS feeds, documents the methodologies used in the GTFS Reader, 

and presents the demonstrated capabilities for three kinds of analyses: an evaluation of 

how agencies are using GTFS feeds; in-depth headway and route-stop-density analyses 

for the SEPTA bus system; and a multi-agency headway comparison by mode. 

Data Sources 

GTFS feeds were originally produced by many agencies in order to get their 

transit information to display on Google Maps; Google would only accept data formatted 

according to the GTFS. The open data movement discussed in Chapter 2 led many 

agencies to posts those same feeds in publicly accessible locations. The GTFS Data 

Exchange (http://gtfs-data-exchange.com) is an informal but reliable website that 

aggregates and notifies users about updates and releases of GTFS data; it is the best 

source for these open feeds. The website’s use of an application programming interface 

(API) is also useful as it provides easy access to the data on the site in JSON format. 
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In addition to the actual feeds, the website provides meta data about each feed 

including the name and location of the agency reporting, a flag for whether or not it is an 

official agency-provided feed, the username of the person uploading it, a referral link to 

any licensing requirements, the date of original feed release and the date of the latest feed 

update. This information is important as it helps to classify and filter those feeds that are 

important to the analysis.  

Based on an analysis of data from the GTFS Data Exchange and the National 

Transit Database, although only 27 percent of the agencies in the United States have open 

GTFS data, these agencies represent approximately 88 percent of the unlinked passenger 

trips traveled nationally. The plots in Figure 3 show the rapid growth in use of GTFS 

based on the growing number of agencies with open data and the number of unlinked 

passenger trips served by those agencies. The trend is shown based on when the agency 

first released data according to the GTFS Data Exchange and is scaled using 2011 

ridership statistics from the NTD. Such a widely adopted standard shows promise for use 

by researchers and analysts in areas other than trip planners and customer service tools.   

 
 Figure 3 (a) Number of transit agencies and (b) passenger miles served by agencies with open data 

(as of March 2013). 
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GTFS feeds are .zip files made up of several individual text files. Consumer-grade 

computers can extract the individual text files and read them using any text editor. In this 

format, however, the data is not useful for an end-user as shown in Figure 1. Because of 

the structure of the data described in previous chapters, the easiest way to interact with 

and analyze a GTFS feed is to use a database manager and import the data. To that end, 

the primary functions of the GTFS Reader are the automation of database imports using 

Python and PostgreSQL, and the automation of analytic tasks using SQL queries and 

recording the output. 

An important caveat to the analysis in this thesis is the reliance on unknown 

entities to validate data. The API for the GTFS Data Exchange has a flag for whether or 

not the feed comes from an official data source; it is unclear who authorizes the use of 

this flag. It is important to recognize that information about the feeds and the information 

in the feeds themselves are rarely endorsed officially by an agency; agencies often post 

their data with disclaimers about not being responsible for errors or inaccuracies. 

Presumably, agencies are very thorough with these datasets because they are used to 

guide passengers who plan trips on those systems, but errors may still occur.  

Application Framework 

The overall framework of the GTFS Reader involves source GTFS feeds which 

are used as data inputs, Python scripts which validate and import those feeds into a 

PostgreSQL/PostGIS database, and additional Python scripts that run a series of 

manipulations to data in order to calculate or tabulate performance measure outputs from 

those feeds. The final outputs of the GTFS Reader are recorded in CSV output files. This 

work flow, shown in Figure 4, was employed because it allowed for the Python scripts to 

send SQL queries to the PostgreSQL database, but also because it allowed the Python 

scripts to read back some of the results and adjust the process accordingly. For example, 
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an element of one import script identifies those modes which are represented in the feed 

and runs subsequent queries for only those specific modes. 

 

Figure 4 Application framework for GTFS Reader 

 

The Python scripts are separated into six files: import_gtfs.py, 

spatially_enable.py, active_trips.py, single_agency_metrics.py, metrics.py and out.py. 

The main functions and analytic steps for each of these files are discussed in Table 2. 

PostgreSQL Database 

 (PostGIS extensions) 

GTFS Feed import_gtfs.py 

spatially_ 

enable.py 

single_agency_

metrics.py 

active_trips.py 

metrics.py 

out.py CSV output  

files 
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Table 2 Description of Python files and main functions in GTFS Reader 

Python File Main Functions 
main.py This is a wrapper file with one function that passes all variables 

needed to the functions of all selected Python modules. 

import_gtfs.py Imports GTFS data into a PostgreSQL/PostGIS database 

 Connects to a user-identified database 

 Drops any previous tables and views that may exist 

 Loops through the files in the zipped GTFS Feed; for 

those that are identified as part of the GTFS 

specification, creates a corresponding table in the 

database and inserts the data in that table 

 Creates additional tables that include times formatted as 

seconds past midnight 

spatially_enable.py Translates data into a format on which geographic queries can be run 

(projections, measurement, proximity…). 

 Creates PostGIS geographic point data from 

latitude/longitude of stop locations 

 Creates PostGIS geographic poly-line data from 

latitude/longitude of each point in shapes file 

active_trips.py A separate module to generate active trips by time of day. 

 Uses the start and end time of each individual trip to 

create binary indicators every five minutes of whether a 

trip is active; the sum of these by service_ids allows a 

user to see the active trips by time of day 

single_agency_metrics.py Calculates various metrics based on now-accessible schedule data. 

 Feed statistics: creation of a table (feed_stats) based on 

whether or not valid data is found in each field in the 

GTFS 

 Daily average headway: for each route-stop, the time 

between consecutive departures of a specific route are 

recorded and averaged to generate the route-stop daily 

average headway. 

 Route length/num stops: for each route, the length and 

number of stops are recorded in a separate table for 

presentation. 
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Table 2 Description of Python files and main functions in GTFS Reader (Continued) 

Python File Main Functions 
metrics.py Calculates various metrics based on now-accessible schedule data. 

 Vehicle revenue miles: geographic analysis for length 

of routes tabulated based on service_ids and trip 

departures to determine total vehicle revenue miles 

scheduled. 

 Vehicle revenue hours: duration of each trip tabulated 

based on service_ids and trip departures to determine 

total vehicle revenue hours scheduled.  

out.py Copies output of previous queries and writes them to CSV files that 

are saved in a local directory. 

 

Analytic Demonstrations for Single and Multi-Agency Analysis 

The three analytic demonstrations provided in this chapter are an evaluation of the 

fields used by US agencies with open GTFS feeds, an agency specific analysis of the 

SEPTA bus system and a comparison of headways among the 50 largest transit agencies 

with GTFS feeds available on the GTFS Data Exchange.  

 

Evaluation of GTFS Usage 

GTFS uses a data structure designed for easy generation by transit providers and 

practical use by programmers. Many fields are optional, providing flexibility to agencies 

with different service patterns, scheduling procedures and technical staff availability. 

Programmers that develop software based on GTFS data quickly realize that agencies 

may or may not use certain fields which will impact the design of transit rider tools. 

Likewise, to use these datasets for comparative research among multiple agencies, it is 

useful to understand how many agencies use each field. As of November 2012, there 

were 211 distinct feeds available from agencies and transit providers in the United States 

from the GTFS Data Exchange (this does not include approximately twenty transit 
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service providers not represented on that website but that show up on Google’s own list 

of agencies).  

The Python script (feedstats.py) discussed in Table 2 is designed to parse GTFS 

feeds and report which of the required and optional fields are being utilized. The 

information in Table 3 reflects usage statistics from the feeds. Those tables and fields that 

the GTFS documentation calls “required” (shown in the table with a “●”) should generally 

have a 100 percent usage rate. In some cases, the GTFS documentation allows required fields 

to be omitted (see table notes). For optional tables, required fields are only needed when the 

table is used. An important caveat is that while the GTFS documentation specifies how to 

write these files, there is no guarantee that the feed developed by an agency and provided for 

public consumption conforms to that format. Researchers, like programmers, should be sure 

to validate feeds to ensure the fields needed for their analysis are utilized correctly.  

Many of the optional fields have very low usage rates which imply that future 

research design that uses multiple GTFS feeds as a data source should be cautious in the 

use of these fields as many agencies do not use them. In particular, those fields associated 

with the fare_attributes, fare_rules, frequencies, transfers and feed_info tables have low 

usage rates. In some cases, recent changes to the specification resulted in new fields that 

lead to low indications of low usage (wheelchair_boarding and wheelchair_accessible are 

two examples). The usage of these fields will rise as agencies update their feeds to 

conform with the latest changes to the specification. 
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Table 3 GTFS table and field usage for open GTFS feeds 

 

  

○ agency_id 83% ● service_id 96%

● agency_name 100% ● monday 96%

● agency_url 100% ● tuesday 96%

● agency_timezone 100% ● wednesday 96%

○ agency_lang 51% ● thursday 96%

○ agency_phone 80% ● friday 96%

○ agency_fare_url 17% ● saturday 96%

● stop_id 100% ● sunday 96%

○ stop_code 30% ● start_date 96%

● stop_name 100% ● end_date 96%

○ stop_desc 42% ● service_id 84%

● stop_lat 100% ● date 84%

● stop_lon 100% ● exception_type 84%

○ zone_id 43% ● fare_id 54%

○ stop_url 8% ● price 54%

○ location_type 46% ● currency_type 54%

○ parent_station 9% ● payment_method 54%

○ stop_timezone <1% ● transfers 35%

○ wheelchair_boarding
2 3% ○ transfer_duration 20%

● route_id 100% ● fare_id 45%

○ agency_id 73% ○ route_id 32%

● route_short_name
3 72% ○ origin_id 19%

● route_long_name
3 95% ○ destination_id 17%

○ route_desc 33% ○ contains_id 3%

● route_type 100% ● shape_id 83%

○ route_url 55% ● shape_pt_lat 83%

○ route_color 55% ● shape_pt_lon 83%

○ route_text_color 48% ● shape_pt_sequence 83%

● route_id 100% ○ shape_dist_traveled 48%

● service_id 100% ● trip_id 26%

● trip_id 100% ● start_time 26%

○ trip_headsign 85% ● end_time 26%

○ trip_short_name 12% ● headway_secs 26%

○ direction_id 60% ○ exact_times 22%

○ block_id 60% ● from_stop_id 26%

○ shape_id 80% ● to_stop_id 26%

○ wheelchair_accessible
2 1% ● transfer_type 25%

● trip_id 100% ○ min_transfer_time 4%

● arrival_time 100% ● feed_publisher_name 34%

● departure_time 100% ● feed_publisher_url 34%

● stop_id 100% ● feed_lang 34%

● stop_sequence 100% ○ feed_start_date 2%

○ stop_headsign 16% ○ feed_end_date 2%

○ pickup_type 71% ○ feed_version 3%

○ dropoff_type 69%

○ shape_dist_traveled 44%

Note 1: ● = Required, ○ = Optional.

Note 2: These fields were added to the specification within six months before the analysis.

Note 3: In some cases, feeds may use either route_short_name or route_long_name.

Note 4: Calendars.txt may be omitted in certain feeds that use calendar_dates.txt.

Field NameFile Name File Name Field Name

stop_times.txt

trips.txt

routes.txt

agency.txt●

○

○

○

stops.txt●

●

●

●

●

feed_info.txt

transfers.txt

frequencies.txt

shapes.txt

fare_rules.txt

fare_attributes.txt

calendar_dates.txt
4

Usage Usage

○

○

○

○

calendar.txt
4
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Single Agency Analysis 

 

Daily Average Headway  

The TCQSM directs practitioners to evaluate average headway at transit stops and 

stations, separately for each route (29). This is accomplished by calculating the time 

difference between arrivals at a stop for each successive arrival of a particular route. The 

calculation is repeated for each route at each stop. Per guidance in the TCQSM, 

headways less than three minutes
2
 (typical of school dismissal times) were ignored, as 

were headways longer than 90 minutes which researchers assumed was a break in 

service.  

The histogram in Figure 5 illustrates the frequency distribution of daily headways 

for each route-stop in the SEPTA bus system, evaluated on typical weekdays in five-

minute increments. The axis along the top of Figure 5 shows the level of service 

guidelines from the TCQSM for fixed-route service frequency. As a method of 

aggregation for multi-agency comparisons, the headways for each route-stop were 

recorded and averaged for a typical weekday. The average of this selection of headways 

is 31.3 minutes (the remainder of this chapter will refer to this statistic as an agency-

average headway). 

                                                 
2
 Guidance in the second edition instructs users to ignore headways less than three minutes for the 

purpose of determining service frequency level of service (29). This was removed in the third edition where 

the method of calculating service frequency is left for the user to determine. (1) 
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Figure 5 Distribution of stop-route level daily headways for the SEPTA bus system. 

 

Route Length and Stop Density 

If an analyst were asked to report the length and number of stops for all the routes 

in a transit system, it would be an unclear or poorly stated question. There could be routes 

with express configurations, routes that only serve particular stops on weekends and 

routes with several branches off a trunk line, all with the same route name. In this 

example of route-level analysis, special attention is paid to the intricacies of working with 

GTFS feeds that include these different configurations. The schema used in GTFS has 

certain flexibility so that a single route_id might represent different configurations of 

stops. To overcome these intricacies, each data point represents the average of the length 

and number of stops for every trip sharing a single route ID. The author recognizes that 

this method of aggregation hides certain details, but chose to do so as an example of one 

method to summarize data using aggregation. It is important that any analyst engaging in 

use of GTFS data analysis become familiar with the different coding permutations that 

agencies choose before writing queries or reconfiguring data to represent operational 

summary statistics. 
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The results of the route length and stop frequency analysis are shown in Figure 6. 

Agencies can use information like this to quickly identify stops with abnormal trip 

patterns like very dense stop placement or excessively long routes. Notice that some of 

the routes have long lengths but very few stops; this suggests the presence of commuter 

routes which may have several stops near the beginning and end with express service 

along freeways. 

 

  
Figure 6 Length and number of stops for SEPTA bus routes. 

 

In addition to this format, the data can also be categorized based on the derived 

distance-between-stops (calculated as the quotient of route length and number of stops) as 

shown in Figure 7. This histogram identifies the bulk of routes that have stops spaced less 

than a quarter-mile apart, common in dense urban cores such as in Philadelphia. Basic 

visualizations like these are the result of data insights that can be made efficiently once 

GTFS feeds are put into an accessible database format.  
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Figure 7 Histogram of Route-level Distance Between Stops 

 

 

Multi-Agency Analysis 

While agencies are more often interested in the details of their own services, 

researchers and national policy experts will find it useful to have the ability to efficiently 

compare data from multiple transit providers. The application chosen for this project is 

thought to be of interest to those considering revisions to the TCQSM LOS methodology. 

In this analysis, the agency average headway, discussed earlier, is calculated for four 

fixed-route mode categories of 50 large agencies in North America that provide open 

transit data. A list of those agencies and the modes available are shown in Table 4. GTFS 

defines these mode categories as a user perceives them rather than using their operational 

and traction characteristics as suggested by Vuchic (2). The four mode categories used in 

this analysis are taken from the description of GTFS: 
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 Light rail, Tram, Streetcar. Any light rail or street level system within a 

metropolitan area. 

 Subway, Metro. Any underground rail system within a metropolitan area. 

 Rail. Used for intercity or long-distance travel. 

 Bus. Used for short- and long-distance bus routes. (18) 

 

Using data from agencies as available in Table 4, the author ran each of the 

disaggregated feeds through the data processes described in Figure 4. The output was a 

series of reports for each agency which were then aggregated using R. The agency-

average headway for each feed was recorded and is shown in the frequency distributions 

in Figure 5. In the end, the simplified histograms in Figure 5 represent in-depth analysis 

with a data point for every time a transit vehicle arrives at any stop in every one of the 50 

agencies analyzed. This demonstrates the value of batch processing using the methods 

from this thesis because until now, there has been no efficient way to analyze these 

statistics quickly among multiple transit providers without significant labor requirements. 
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Table 4 Availability of GTFS Feeds at 50 Large North American Transit Agencies by Mode (July 

2012).  

 

Agency City, State Bus

Light 

Rail Subway Rail

Alameda-Contra Costa Transit District Oakland, CA ●

San Francisco Bay Area Rapid Transit District Oakland, CA ● ●

Broward County Transportation Dept. Pompano Beach, FL ●

Peninsula Corridor Joint Powers Board San Carlos, CA ●

Capital Metropolitan Transportation Authority Austin, TX ● ●

City of Detroit Dept. of Transportation Detroit, MI ●

Chicago Transit Authority Chicago, IL ● ●

Dallas Area Rapid Transit Dallas, TX ● ● ●

The Greater Cleveland Regional Transit Authority Cleveland, OH ● ● ●

Transportation District Commission of Hampton Roads Hampton, VA ● ●

Hillsborough Area Regional Transit Authority Tampa, FL ●

Kansas City Area Transportation Authority Kansas City, MO ●

King County Dept. of Transportation Seattle, WA ● ●

Lane Transit District Eugene, OR ●

MTA Long Island Bus Garden City, NY ●

Long Island Railroad Jamaica, NY ●

Maryland Transit Administration Baltimore, MD ● ● ● ●

Massachusetts Bay Transportation Authority Boston, MA ● ● ● ●

Northeast Illinois Regional Commuter Railroad Corp. Chicago, IL ●

Southern California Regional Rail Authority Los Angeles, CA ●

L.A. County Metropolitan Transportation Authority Los Angeles, CA ● ● ●

Metro-North Commuter Railroad Company New York, NY ●

Metropolitan Transit Authority of Harris County, Texas Houston, TX ●

Bi-State Development Agency St. Louis, MO ● ●

Metro Transit Minneapolis, MN ● ● ●

Madison County Transit District Granite City, IL ●

Miami-Dade Transit Miami, FL ● ●

Milwaukee County Transit System Milwaukee, WI ●

Ride-On Montgomery County Transit Rockville, MD ●

MTA New York City Transit New York, NY ● ●

San Diego Metropolitan Transit System San Diego, CA ● ●

New Jersey Transit Corp. Newark, NJ ● ●

Niagara Frontier Transportation Authority Buffalo, NY ● ●

North County Transit District Oceanside, CA ● ●

Orange County Transportation Authority Orange, CA ●

Pace - Suburban Bus Division Arlington Heights, IL ●

Port Authority of Allegheny County Pittsburgh, PA ● ●

Pinellas Suncoast Transit Authority St. Petersburg, FL ●

Regional Transportation Commission of S. Nevada Las Vegas, NV ●

Denver Regional Transportation District Denver, CO ● ●

Sacramento Regional Transit District Sacramento, CA ● ●

San Francisco Municipal Railway San Francisco, CA ● ●

Southeastern Pennsylvania Transportation Authority Philadelphia, PA ● ● ●

Central Puget Sound Regional Transit Authority Seattle, WA ● ●

Spokane Transit Authority Spokane, WA ●

City & Co. of Honolulu Dept. of Transportation Svcs. Honolulu, HI ●

Tri-County Metro. Transportation District of Oregon Portland, OR ● ● ●

Utah Transit Authority Salt Lake City, UT ● ● ●

VIA Metropolitan Transit San Antonio, TX ●

Washington Metropolitan Area Transit Authority Washington, DC ● ●
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Figure 8 Distribution of agency-average headways for (a) bus; (b) light rail; tram or streetcar; (c) 

subway or metro; and (d) rail. 
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Lessons Learned Working with GTFS Data 

Perhaps some of the most important findings from this work are identifying the 

intricacies of working with GTFS data so that future researchers are aware of their 

existence.  

Information in the GTFS feed is provided at a granular level with comprehensive 

coverage of an entire system all the way down to the stop times for each scheduled trip. 

GTFS feeds have far greater resolution than the NTD which only provides summary data 

for each agency. Using GTFS is helpful for in-depth analysis of specific metrics, but can 

be cumbersome for analysts awash in data about a transit system. Particular attention 

should be paid to avoiding misrepresenting aggregation procedures which will quickly 

accumulate when building statistics that use stop-level data to summarize system-level 

metrics. Because of the many ways that data can be summarized, this poses a challenge 

for those generating or interpreting performance measures which are intended to be clear, 

concise representations of information. As an example, an ‘average route headway’ for a 

route might be a summary of each individual interarrival time of all trips at all stops, or it 

might be a summary of the interarrival times at one representative stop along a route 

(ignoring the effects of route branches). In both instances, the nuance of calculation 

should be better described in the metric than ‘average route headway.’ 

GTFS feeds are usually provided by agency, rather than by region or geography. 

Depending on the requirements of a user, it is important to take this organization into 

account. For example, a single transit agency might be interested in evaluating operations 

within its own service area which can be effectively evaluated using their own GTFS 

feed; a metropolitan planning organization might be more interested in the regional 

coverage of transit service which would be best served by combining the feeds of 

multiple agencies in the region and evaluating them without regard for the specific 

agency providing the service.  
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GTFS feeds can typically be kept current as there is an expiration date coded into 

the calendars.txt file. Some agencies may choose to make this sufficiently far in the 

future that it effectively doesn’t expire. Analysts and researchers must decide whether or 

not the data is current based on those dates as well as the communication channels that 

should be in place for consumers of the data. Additionally, the rate of updates to the feed 

should be kept in consideration as some agencies actually release their GTFS feeds on a 

daily basis while others may only do so bi-annually or less. There may be a conflict 

between the time of feed publication and the validity of the feeds, causing either a lapse 

in valid data or confusion about which is more accurate. An extensive evaluation of the 

historic availability of data on the GTFS Data Exchange including a discussion of when 

feeds are valid can be found in Chapter 4. 

Building tools for multiple agencies should be done carefully by individuals who 

are familiar with GTFS feeds. For example, a query may work for one agency’s GTFS 

feed because it uses the agency_id field; that field, however, is optional and may not 

work for agencies that do not use that field. The information in Table 3 will be helpful to 

those developing applications for multiple users.  

Coding practices for GTFS vary among agencies. While GTFS has specific field 

names and data formats, the way that agencies use those fields still varies considerably. 

The following observations are important to, and best understood by, individuals working 

closely with GTFS data: 

 Schedule configurations, represented by service_id, are neither mutually 

exclusive nor exhaustive. They are defined by the day of the week that 

they are active and a date range for validity. There may be multiple active 

service_ids at any one time. For any attempt to recreate actual service 

scheduled on certain days as in vehicle revenue hours per year, it is best to 

design applications as a user on each specific date in question and pull the 

relevant information for that day (as opposed to using date ranges and 

validity options). 

 Since GTFS is not strictly designed as a relational database, the concept of 

primary and foreign keys is not preserved. One-to-one or one-to-many 
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relationships can exist between fields like route_id and shape_id which 

will affect file size and consistency of data.  

 Depending on how the feed was generated, it may include only 

information for time points from a schedule, or it may include specific 

times for every stop. Calculations of headway or other statistics must be 

sensitive to the fact that data may appear missing. According to the GTFS 

documentation, agencies should not interpolate schedules where they have 

no data, but some still do. 

 Agencies can use either schedule-based or frequency-based coding and 

will use different tables accordingly; the queries used in this project were 

designed for schedule-based systems.  

 Stops and stations may be coded at the intersection level or more precisely 

by location and direction. Consider a northbound route that crosses an 

eastbound route; this is usually coded as one stop for rail systems with 

transfer points, but may be coded as one or two separate stops for bus 

routes where they are separate facilities in close proximity to one another. 

 Transit modes are defined in GTFS based on user-oriented categories 

rather than operational and traction characteristics (for example, light rail 

and streetcars are coded as the same).  

 Different text encoding in the .txt files of a GTFS feed (using UNICODE 

or UTF-8, for example) can pose challenges for some scripting languages. 
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CHAPTER 4  

VALIDATING GTFS FEEDS FOR TRANSIT ANALYSIS USING 

THE NATIONAL TRANSIT DATABASE 

 

The previous chapter discussed a process for importing GTFS feeds into a 

database and the set of queries that calculated metrics at the stop, route and system level. 

The GTFS Reader was shown to be an efficient process to provide insight into how 

agencies schedule and supply their services. The validation exercise documented in this 

chapter uses the GTFS Reader framework to process multiple feeds and to calculate two 

metrics that agencies already report annually to the National Transit Database (NTD): 

annual vehicle revenue hours (AVRH) and annual vehicle revenue miles (AVRM). The 

calculation of those metrics requires a thorough understanding of both the internal 

structure of GTFS and the process for aggregating metrics from the trip-level to the 

system-level over time. These concepts and the resulting analysis are presented in this 

chapter. 

Purpose 

The purpose of the research in this chapter is to compare metrics calculated from 

raw GTFS feeds to those reported in the NTD.  

Methodology 

To calculate the metrics from GTFS feeds for comparison to NTD metrics, the 

comparison process employs a modified version of the GTFS Reader (presented in the 

previous chapter). Instead of calculating headways and stop density, the GTFS Reader is 

used to calculate AVRM and AVRH. The GTFS Reader can process one GTFS feed at a 

time, but can be quickly scaled to analyze and generate outputs for a series of GTFS 

feeds. The revised GTFS Reader is shown in Figure 9 where NTDmetrics.py is used in 



38 

lieu of single_agency_trips.py, active_trips.py and metrics.py. The application imports a 

GTFS feed, adapts it for spatial analysis, calculates NTD metrics (AVRH and AVRM) 

and finally saves the output.  

 
Figure 9 GTFS Reader Framework using NTD Metrics Module 

 

According to the NTD Reporting Manual, revenue service includes both running 

time and layover/recovery time, which typically ranges from 10 to 20 percent of running 

time. (38) The general impact of layover/recovery time on vehicle revenue hours is thus 

10 to 20 percent of running time; the impact on vehicle revenue miles, however, is 

negligible under the assumption that vehicles do not traverse a significant distance during 

a layover. For example, a transit vehicle that lays over at the end of a linear route by 

waiting at the last stop and turning around will accrue additional time in vehicle revenue 

hours during the layover time, but it will only accrue the distance to physically turn 

around for vehicle revenue miles. The consequence of this difference on the validation 

methodology is that AVRM from the NTD can be compared directly to the AVRM 

calculated from GTFS, but AVRH of the NTD are expected to fall 10 to 20 percent 

higher than the AVRH calculated from GTFS. 

 

PostgreSQL Database 

 (PostGIS extensions) 

GTFS Feed import_gtfs.py 

spatially_ 
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CSV  
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Calculating Daily NTD Metrics 

The NTDmetrics.py module implements the process of calculating vehicle 

revenue hours and miles from the raw timetable information contained in GTFS feeds. 

The methodology is such that the NTD metrics are compared to values calculated from 

GTFS feeds. By setting it up this way, the methodology is actually checking both the 

GTFS data and the method of aggregation employed.  To that end, the following includes 

a thorough discussion of the method employed to calculate AVRH and AVRM for one 

mode of an agency using a single GTFS feed. 

The diagram in Figure 10 summarizes the process of calculating daily vehicle 

revenue hours (DVRH) and daily vehicle revenue miles (DVRM). It shows the GTFS 

tables used in raw format, the queries that transact with the database, and intermediate 

tables that store values for use in other steps.  
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Figure 10 Daily NTD Metric Calculation 

 

 

The overall process calculates vehicle revenue miles and hours for each trip, then 

aggregates those trip characteristics as appropriate on a set of specific dates synthesized 

based on the feed’s validity period. Query 1 calculates vehicle revenue hours for each trip 

as the difference in seconds between the first departure and last arrival of that trip. This is 

considered the time that the vehicle was scheduled to be in revenue service, although the 

previous discussion clarifies that this is actually running time. Query 2 calculates vehicle 

revenue miles using the shapes table to generate geographic poly-lines for each shape_id. 

The length of each shape is calculated using the spatial extension of PostgreSQL, 

PostGIS. Because this analysis is designed for general application in any location, the 
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global WGS84 (World Geodetic Survey of 1984) is used without a projection; distance is 

measured assuming Earth is a spheroid and was scaled from meters to miles.  

The actual mileage for each trip is counted as the length along each trip shape 

between a point on the line closest to the first stop and a point on the line closest to the 

last stop (shown in Figure 11). This resolves potential over-counting that can result from 

route shapes that extend beyond the first and last stops of the route. In the event that a 

stop exists beyond the end of a shape, the maximum length of the shape is used. The 

result is a conservative estimate of vehicle mileage that errs on the side of fewer miles per 

route. A brief review of the impact of this on bus routes operated by Portland’s TriMet 

shows that the average shortening of the trip shape is 4.3 percent of the trip shape length. 

This is a known source of potential error in the completed aggregation of AVRM. 

 

 
Figure 11 Process for adjusting routes for revenue mile calculation 

 

At this point in the process, each trip is associated with both revenue hours and 

revenue miles leading into Query 3. Google describes the calendar.txt file as: “Dates for 

service IDs using a weekly schedule. Specify when service starts and ends, as well as 

days of the week where service is available.” (18) A service_id represents a typical 

weekday schedule; it is defined by the days of the week on which it operates and two 
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dates between which the service_id is valid. Trips are uniquely associated with 

service_ids. This allows applications to know which trips to invoke on particular days of 

the week within a service_id’s valid date range. The relationship between the calendar.txt 

and trips.txt tables is shown in Figure 12.  

In the example shown here, an agency has two schedules included in one GTFS 

feed: Winter and Spring. Each schedule has weekday and weekend service. This 

information is shown in the calendar.txt table. On special holidays, like the Fourth of 

July, the agency will run weekend service as shown in the calendar_dates.txt table. Both 

calendar.txt and calendar_dates.txt are taken directly from the GTFS feed. At this point in 

the larger process, Table C contains information for each trip and its vehicle revenue 

miles and hours. Service_id and trip_id share a one-to-many relationship; many trip_ids 

may have the same service_id, but each trip_id is associated with only one service_id.  

The combination of the calendar.txt, calendar_dates.txt and Table C yields the output in 

Table E. (This is a summary of the processes shown in Queries 4 and 5). Notice that the 

schedules change between June 30 and July 1, that weekend and weekday schedules are 

respected, and that the weekend spring service operates on the Fourth of July. 
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Figure 12 Aggregation method for daily metrics on specific synthesized dates 
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Internal GTFS Data Consistency 

The documentation provides limited guidance to users about how to handle 

multiple schedules. Because of that, some feeds are created in ways that abide by the 

specification’s format, but incorrectly describe a schedule that doesn’t reflect actual 

transit operations. In the example discussed in Figure 12, the service_ids begin and end 

on adjacent dates. In the example, the service_ids are mutually exclusive. If all 

service_ids are shown for a transit service that the GTFS feed is supposed to represent, 

then it is also collectively exhaustive. This is not always the case, however. Figure 13 

describes how the calendar.txt table and use of service_ids can lead to inconsistent data.  

Scenario A is considered the ideal format; an agency has a May and June 

schedule, and has different weekday and weekend service. This combination yields four 

service_ids. The table in Scenario A is how it would be represented in a GTFS feed’s 

calendar.txt file. The reader should note that these are mutually exclusive (no overlap) 

and collectively exhaustive (assuming there are only weekday and weekend service 

types). In Scenario B, the MF-May schedule extends through June 1 (instead of May 31) 

leading to duplicate data on June 1. The effective result describes a day in which both the 

May and June weekday schedules are active; this would lead to twice as many trips as 

there should be. This data is not mutually exclusive. Lastly, Scenario C occurs when 

service_ids are active for different lengths of time. In Scenario C, the weekend schedule 

runs throughout the full year but the May schedule only runs during May. The result is 

that days in June are only partially represented, failing to be collectively exhaustive. 
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Figure 13 Potential scenarios for calendar.txt and service_id usage 
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GTFS feed publication on GTFS Data Exchange 

Table E in Figure 12 is the last table shown in the process in Figure 10. It has a 

list of all the dates during which the GTFS feed self-identifies as valid (based on the 

service_id start and end dates). In an ideal setting, a single GTFS feed will be valid for an 

entire fiscal year in order to compare the sum of daily metrics during that fiscal year to 

the AVRH and AVRM found in the NTD. Unfortunately, the general practice among 

those releasing GTFS feeds is inconsistent from one agency to another and often includes 

other procedures that complicate the process. As a reminder, all the GTFS feeds used in 

this analysis are from the GTFS Data Exchange. Each agency contributes voluntarily and 

there are no endorsements by the website itself that information is being published 

according to the GTFS standard; it is simply a clearinghouse where self-identified 

agencies can make their data available for developers and the public to access. 

Despite the high number of contributing agencies and the ease of access from a 

programming perspective, a significant hurdle had to be overcome in determining which 

GTFS feeds were considered usable. As discussed earlier, the feeds may have meta data 

embedded in them to provide a valid date range, but as shown earlier in Table 3 GTFS 

table and field usage for open GTFS feeds), those fields are almost never used. Instead of 

relying on that meta data, a proxy analysis was developed to assess how current a GTFS 

feed is using upload frequency to the GTFS Data Exchange.  

Each time a GTFS feed is uploaded to the GTFS Data Exchange, the timestamp is 

noted and saved on the site’s archives. By reviewing the consecutive upload dates by 

each agency, it was clear that some agencies have not been revising their GTFS feeds at 

regular intervals. Recall that while the data in GTFS feeds represents ‘static’ information 

like schedules, these may change over time as schedules themselves are updated. Figure 

14 shows each agency’s average number of days between updates with a maximum 

update interval of one week (assuming repeated updates within that time were to fix 

errors or as part of a daily upload protocol). There are 27 agencies that were eliminated 
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from this figure because their last update was before January 1, 2012 and are assumed 

defunct. With those exceptions noted, agencies provide GTFS feed updates to this 

website every 81.3 days or about every three months. This represents an active 

community and an ongoing commitment to ensure that GTFS data is up-to-date. It is also 

consistent with anecdotal knowledge that large agencies review and update transit 

schedules on a quarterly basis.  

 

 
Figure 14 Rate of GTFS feed update by agency from GTFS Data Exchange 

 

 

With GTFS feeds updated regularly, an analyst may benefit from a rich history of 

changes to service (assuming that each subsequent feed publication represented a change 

in service). As an example, the daily aggregation method discussed in Figure 10 was 

applied to a sample of 26 GTFS feeds that TriMet, the transit agency in Portland, Oregon, 

published on the GTFS Data Exchange. This translates to a new feed approximately 

every two weeks. Using the latest available data for each date in history, the author 

constructed a view of daily vehicle revenue hours shown in Figure 15. 
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 Figure 15 Daily Vehicle Revenue Hours for TriMet Buses in FY2012 

 

 

In this figure, the dots represent weekday, Saturday and Sunday daily revenue 

hours; there is a consistent weekday-weekend pattern throughout the year with selected 

holidays highlighted in the chart. The data for each synthesized date is calculated from 

the most recent feed published (shown as grey vertical lines). For example, in early 

August 2012, the latest feed was from July 10, 2012; even if data from a previous feed 

published in June were valid for August, the July data was considered more accurate. If a 

feed from September had been published with valid data for August (would have 

occurred before its publication date), that data was discarded. An actual service cut 

occurred in early September 2012, which is seen in the data. 

Although this daily aggregation method of building a composite dataset for a full 

fiscal year is ideal as shown in Figure 15, there are a number of complicating factors in 
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the way agencies release data that prove challenging for their use in this way. A number 

of scenarios are shown in Figure 16 to illustrate types of issues that were encountered 

while preparing this thesis. In the hypothetical situation shown, a transit agency has three 

distinct schedules throughout the year. Scenario I is the ideal feed release schedule where 

each feed is released shortly before a schedule becomes active and the feed is valid only 

during that specific schedule. The balance of publication and validity is more often 

related to the agency’s approach to open data; if an agency trusts developers to check 

daily for updates, the agency may only need to publish on the dates when something 

changes. Agencies that don’t trust developers to check for updates may put a tentative 

Schedule B in the feed when they release Schedule A. The balance identified earlier can 

also be thought of as an agency’s preference for developers to have no data on a specific 

date or out-of-date data.  
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Figure 16 Potential scenarios in sequential GTFS feed releases on GTFS Data Exchange 

 

The following scenarios pose challenges for analysis, but are not always 

considered “wrong” per the GTFS guidelines. Scenario II occurs when a feed is valid 

until a certain point in time, and the next feed is not released until after that date. There is 

no valid data between the end of Feed 1 and the beginning of Feed 2 in this scenario 

(although it may be easy to “extend” Feed 1 by replicating it until a new feed is 

published). Scenario III is when a feed is valid on dates before it was published. In a 

situation where errors are fixed in a schedule, it may impact dates in the past and for 

convenience, an agency won’t change the previous information. It is unclear in these 
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situations if data before the publication date is actually valid, even though the feed may 

say it is. Scenario IV happens when an agency publishes once and never updates their 

feed or does so with such little frequency that the feed’s validity is questioned. Small 

agencies may rarely have schedule changes, but analysts are skeptical of data as it ages. 

The author already identified 27 agencies that were eliminated from the calculation in 

Figure 14 because they had not updated their data on the website in almost two years.  

The final scenario, Scenario V, occurs when an agency publishes feeds daily or at 

some regular interval. It may be the same actual file, but the agency updates it so often 

that it is unclear if and when any actual substantive changes are made to fix the feed or if 

it is just to maintain the update schedule. Since it is primarily designed for traveler 

information, GTFS feeds that are uploaded daily are likely considered the most up-to-

date for the following actual day; it doesn’t matter that a feed in the past was inaccurate 

because the data is used by riders want to know about trips they will take now or in the 

future, not the past. This caveat is raised because the author does not necessarily 

recommend that these scenarios are eliminated. If more rules or restrictions are put on 

GTFS feeds, it may hinder the adoption or maintenance of the data in the industry. As a 

reminder, this analysis is a secondary use of GTFS and should not pose changes that 

would inhibit its primary purpose as a traveler information data format.  

Although the GTFS Data Exchange is useful because of its ease of programming 

access, as discussed earlier, it led to challenges stemming from the loosely defined rules 

inherent in GTFS feed generation and publication. The scenarios shown in Figure 16 

highlight some of the scenarios that were encountered early on while trying to use 

multiple feeds. Agencies that do follow a release schedule like that in Figure 16 (Scenario 

A) will find their data easier to use by third-party developers and transit analysts. 

Because of the various challenges posed by the feed update schedules discussed in 

this section, the analysis procedure was revised from an original plan to accumulate 

multiple feeds’ calculations and create a composite fiscal year for an agency. If a small 
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number of feeds existed for each agency that emulated the ideal scenario in Figure 16, 

then the compilation of the daily metrics for each date in an agency’s fiscal year could be 

executed. Because of increased processing time, however, doing so was impractical. A 

revised methodology to aggregate from daily values to annual values is presented in the 

following section.  

Weekly Aggregation Method 

The weekday aggregation method uses all available data from a single feed and 

extrapolates it to a generic year of 52 full weeks. In doing so, it assumes that the 

schedules that appear in a single GTFS are representative of an entire year. This 

assumption will have impacts for agencies with seasonally based schedules, but the 

magnitude of seasonal service changes is assumed to be small in the calculation of 

system-wide AVRM or AVRH. Since FY2012 NTD data is used for comparison, which 

could exist for an agency anywhere between January 1, 2012 and September 30, 2013, 

the feed selected was the last feed released in 2012 (roughly the middle of this time 

period).  

The weekly aggregation method is shown in Figure 17 as an extension of the 

Daily NTD Metric Calculation (introduced in Figure 9). Using the output from Table E, 

Query 6 calculates the average value of each metric grouped by each day of the week, 

storing it in Table F. Using the average of each day of the week, regardless of what 

schedule it ran that specific date, accounts for holidays and exceptions. For example, 

holidays often fall on Mondays in the United States where agencies run weekend service 

for the holiday; an average value for all Mondays would thus be less than the average 

value for all Tuesdays (assuming holidays didn’t fall disproportionately on Tuesdays). 

Query 7 multiplies it by 52 to generate an annual total for a generic year, which is 

actually representative of 52 full weeks. It also appends agency identifying information 

so that the output can be merged after processing multiple GTFS feeds. 
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Figure 17 Weekly Aggregation Method  

 

 

The output from the whole process is saved as a one-row CSV file to describe the 

agency’s metrics. Those are then combined to create a dataset with each agency and its 

GTFS-calculated AVRM and AVRH included.  

The weekly aggregation method introduces known differences between GTFS-

calculated metrics and NTD-reported ones. To understand the magnitude of the change in 

this methodology, the same sample data from TriMet was used to compare the daily and 

weekly aggregation methods. Table 5 shows the results of using the daily and weekly 

aggregation methods. The feed chosen for use in the analysis (last feed published in 

2012) is shown and compared to the daily aggregation method. In this example, the 

weekly aggregation method using a feed from December 2012 is 0.8 percent less than the 

value from the daily aggregation method. Not all implementations of the weekly 
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aggregation method will be as successful, but this result provides confidence in the use of 

the weekly aggregation method for the bulk analysis of agency data from the GTFS Data 

Exchange. 

Table 5 Comparison of Weekday and Daily Aggregation Methods 

 

 

Analysis Results 

Sample 

An original list of 93 distinct GTFS feeds with bus modes
3
 were identified for use 

with the methodology discussed earlier. These were transit service providers in the 

United States that had uploaded to the GTFS Data Exchange, were identified by the site 

as official uploads, and had uploaded GTFS data at the time of analysis (December 

2012). The NTD Metrics module was run for all feeds. Of the original list of 93 feeds, 10 

feeds returned errors, 20 feeds were associated with organizations not found in the NTD 

(private or small systems, for example), and six feeds had ambiguous agency 

designations making it difficult to compare to a specific organization within the NTD
4
. In 

the end, the 55 GTFS feeds that could be reliably matched to specific agencies within the 

NTD included: 

 Arlington Transit  Montgomery County MD Ride On 

 Asheville Transit Service  Mountain Line 

 Capital Metro 
 San Diego Metropolitan Transit System 

(MTS) 

 Capital District Transportation Authority  Niagara Frontier Transportation Authority  

                                                 
3
 According to GTFS, used for short- and long-distance bus routes 

4
 These were first visually identified as extreme outliers; if an outlier in the analysis was 

determined to contain multiple agencies or had an ambiguous organizational designation, it was 

purposefully removed. The rationale is that a feed with known differences in organizational distribution 

than the NTD agencies cannot be reasonably compared to NTD data. Outliers whose agency designation 

within the feed corresponded with the NTD were not removed from the analysis. 

Mon Tues Wed Thurs Fri Sat Sun

-- -- -- -- -- -- -- 1,314,766    --

4,184 3,883 4,229 4,229 4,229 2,361 1,978 1,304,752    0.8%
Weekly Aggregation 

(Feed:Dec 11, 2012)

Aggregation Method

Average Weekday Revenue Hours Annual 

VRH

Percent 

Diff

Daily Aggregation 

(FY12)
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 Champaign Urbana Mass Transit District  North County Transit District 

 Charlottesville Area Transit  Orange County Transportation Authority 

 Chicago Transit Authority  Port Authority of Allegheny County 

 Corona Cruiser  Pinellas Suncoast Transit Authority (PSTA) 

 Corvallis Transit System 
 Pioneer Valley Transit Authority of 

Western Massachusetts 

 Dallas Area Rapid Transit  Redding Area Bus Authority 

 Fort Worth Transportation Authority 
 Regional Transportation Commission of 

Southern Nevada 

 Golden Empire Transit District  Regional Transportation District 

 Golden Gate Transit  Roseville Transit 

 Greater Cleveland Regional Transit 

Authority 
 Sacramento Regional Transit 

 Intercity Transit 
 San Francisco Municipal Transportation 

Agency 

 Island Transit  San Joaquin Regional Transit District  

 Kitsap Transit  Santa Cruz Metro 

 Lane Transit District  Southwest Ohio Regional Transit Authority 

 Lehigh and Northampton Transportation 

Authority 
 Spokane Transit Authority 

 Transit Authority of Lexington (LexTran)  Transit Authority of Northern Kentucky 

 Maryland Transit Administration  TriMet 

 Massachusetts Bay Transportation 

Authority 
 Unitrans (Davis) 

 Metro St. Louis  University of Michigan Transit Services 

 Metropolitan Atlanta Rapid Transit 

Authority 
 Utah Transit Authority 

 Metropolitan Transit Authority of Harris 

County 
 VIA Metropolitan Transit 

 Miami Dade Transit  Yakima Transit 

 Milwaukee County Transit System  Yuba-Sutter Transit 

 Modesto Area Express 

 

Comparison of Metrics 

Using the methodology described earlier and the set of agencies listed above, two 

system-level metrics were calculated for each agency’s bus service: annual vehicle 

revenue miles and annual vehicle revenue hours. These were then compared to values in 

the NTD’s preliminary FY2012 data on transit operations in the United States. 

Annual Vehicle Revenue Miles 

GTFS revenue miles are expected to be the same as NTD revenue miles (since 

layover time is assumed to have a negligible impact on vehicle revenue miles). The 
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difference between the NTD-reported and GTFS-calculated values represents 

discrepancies that would need to be resolved before using GTFS to calculate NTD data in 

an official capacity.  The results are shown in Figure 18; each point represents the NTD-

reported and GTFS-calculated value for one agency’s bus system. If GTFS-calculated 

values were equal to NTD-reported values, all points would lie on the black equivalence 

line, which represents a 1:1 ratio. If points lay above that line, it implies that the NTD-

reported values are greater than GTFS-calculated values; if it lies below the line then 

NTD-reported values are less than GTFS-calculated values. 

 

 
Figure 18 Comparison of NTD-Reported and GTFS-Generated Annual Vehicle Revenue Miles 

 

The data results of the comparison are shown in Table 6, which presents each 

evaluated agency with its AVRM using both methods, their differences and the percent 

difference using the NTD values as a base. With the exception of only a few outliers, the 
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GTFS-calculated values are tightly distributed about the equivalence line. This means 

that the combination of the method employed in this research and the GTFS-feeds arrive 

at generally the same conclusions as those generated by transit agencies themselves when 

they report to the NTD. Initial inspection of the underlying GTFS feeds for the outliers in 

this graph did not give clear reasons for their differences.  

 

Table 6 Comparison of NTD-Reported and GTFS-Calculated Annual Vehicle Revenue Miles for Bus 

Systems 

Agency Name 

NTD-

Reported 

GTFS-

Calculated 
Difference 

Percent 

Difference 

(NTD Base) 

Arlington Transit 1,128,974 1,060,748 68,226 6% 

Asheville Transit Service 808,629 82,441 726,188 90% 

Capital Metro 13,576,900 12,958,749 618,152 5% 

Capital District Transportation Authority 7,608,400 6,848,357 760,043 10% 

Champaign Urbana Mass Transit District 3,057,585 3,152,663 (95,078) -3% 

Charlottesville Area Transit 951,548 459,087 492,461 52% 

Chicago Transit Authority 52,427,711 52,343,924 83,787 0% 

Corona Cruiser 167,690 185,480 (17,790) -11% 

Corvallis Transit System 373,522 5,151 368,371 99% 

Dallas Area Rapid Transit 27,144,101 26,502,878 641,223 2% 

Fort Worth Transportation Authority 4,214,600 3,833,579 381,021 9% 

Golden Empire Transit District 3,735,670 3,954,464 (218,794) -6% 

Golden Gate Transit 5,209,200 5,075,470 133,730 3% 

Greater Cleveland Regional Transit Authority 12,224,802 12,970,594 (745,792) -6% 

Intercity Transit 2,725,700 2,818,180 (92,480) -3% 

Island Transit 623,600 1,336,491 (712,891) -114% 

Kitsap Transit 1,964,675 716,156 1,248,519 64% 

Lane Transit District 2,786,100 3,186,048 (399,948) -14% 

Lehigh and Northampton Transportation 

Authority 2,611,912 1,727,886 884,026 34% 

Transit Authority of Lexington (LexTran) 2,268,839 2,150,672 118,167 5% 

Maryland Transit Administration 24,274,200 25,335,172 (1,060,972) -4% 

Massachusetts Bay Transportation Authority 24,222,300 23,370,571 851,729 4% 

Metro St. Louis 18,635,163 17,552,856 1,082,307 6% 

Metropolitan Atlanta Rapid Transit Authority 22,803,997 23,362,011 (558,014) -2% 

Metropolitan Transit Authority of Harris 

County 41,074,000 40,316,750 757,250 2% 

Miami Dade Transit 28,838,300 18,318,732 10,519,568 36% 

Milwaukee County Transit System 15,509,683 16,145,030 (635,347) -4% 

Modesto Area Express 1,833,780 225,760 1,608,020 88% 

Montgomery County MD Ride On 12,207,982 11,808,015 399,967 3% 

Mountain Line 637,171 19,423 617,748 97% 

San Diego Metropolitan Transit System (MTS) 16,424,300 15,810,821 613,480 4% 

Niagara Frontier Transportation Authority  9,028,514 8,111,682 916,833 10% 

North County Transit District 5,237,788 4,710,239 527,549 10% 

Orange County Transportation Authority 19,087,600 18,670,761 416,839 2% 

Port Authority of Allegheny County 18,829,161 18,312,459 516,702 3% 
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Table 6 Comparison of NTD-Reported and GTFS-Calculated Annual Vehicle Revenue Miles for Bus 

Systems (Continued) 

Agency Name 

NTD-

Reported 

GTFS-

Calculated 
Difference 

Percent 

Difference 

(NTD Base) 

Pinellas Suncoast Transit Authority (PSTA) 8,877,800 8,393,392 484,409 5% 

Pioneer Valley Transit Authority of Western 

Massachusetts 4,286,349 1,085,953 3,200,396 75% 

Redding Area Bus Authority 578,433 62,881 515,552 89% 

Regional Transportation Commission of 

Southern Nevada 15,104,687 14,604,800 499,887 3% 

Regional Transportation District 33,521,000 34,554,319 (1,033,319) -3% 

Roseville Transit 502,100 207,172 294,928 59% 

San Francisco Municipal Transportation 

Agency 12,066,127 18,207,990 (6,141,863) -51% 

San Joaquin Regional Transit District  2,705,000 2,124,723 580,277 21% 

Santa Cruz Metro 2,991,700 2,263,979 727,721 24% 

Southwest Ohio Regional Transit Authority 9,351,070 8,302,308 1,048,762 11% 

Spokane Transit Authority 5,313,529 5,100,102 213,427 4% 

Transit Authority of Northern Kentucky 2,885,892 2,722,633 163,259 6% 

TriMet 19,169,232 19,008,484 160,748 1% 

Unitrans (Davis) 803,164 205,412 597,752 74% 

University of Michigan Transit Services 1,009,846 476,871 532,975 53% 

Utah Transit Authority 15,865,000 14,936,819 928,181 6% 

VIA Metropolitan Transit 20,275,073 20,310,111 (35,038) 0% 

Yakima Transit 800,854 190,292 610,562 76% 

Yuba-Sutter Transit 877,900 313,807 564,093 64% 

 

The goal of this work is to have a data methodology that yields results from GTFS 

feeds that are consistent with data reported from the NTD. A paired t-test for matched 

samples evaluates the null hypothesis that these two methods are the same. Under this 

test, the null hypothesis is H0: μD = 0 and the alternative is HA: μD ≠ 0, where μD is the 

mean of differences between paired values. Because the two-tailed P-value (0.069) is not 

less than alpha (0.050), one cannot reject the null hypothesis at a 95 percent confidence 

level. The result is that the GTFS feed methodology does not produce results that are 

statistically different from the results reported in the NTD. 

Although the data is promising and the mean difference between paired values is 

not statistically significant, the high standard deviation and percent differences found in 

Table 6 call attention to very different results from one agency to another. The graph in 

Figure 20 shows the percent difference from Table 6 based on size of agency. Smaller 

agencies are far more likely to have calculated results over 50 percent different from their 



59 

NTD-reported values. The percent deviations among the larger agencies to the right are 

much smaller
5
. The majority of large differences between calculation methods is among 

those agencies with less than 5 million AVRM. With smaller agencies, discrepancies are 

likely to be more pronounced since the denominator is small in the percent difference 

calculation, but these show evidence of a major discrepancy.  

 
Figure 19 Percent difference between NTD-provided and GTFS-calculated methodologies by agency 

size 

Closer inspection did not reveal specific reasons that these smaller agencies were 

represented differently (such as the case where specific services were represented in the 

NTD that were not represented in the GTFS feeds, like commuter buses). However, the 

current methodology does not seem to reliably capture NTD-reported AVRM for small 

agencies.  Future efforts will need to explore possible source for these differences. 

                                                 
5
 The data point around 30 million AVRM shown with nearly 40% difference is Miami-Dade 

transit. On closer inspection, the GTFS feed chosen was found not to be collectively exhaustive (as 

discussed earlier) and is a poorly-formed GTFS feed. An analysis of the next published feed in January is 

1.2 percent different from values reported in the NTD, as opposed to 36 percent different with the existing 

feed. This was not eliminated because part of the exercise is to evaluate the readiness of open data for use 

in transit analysis. This is an example of a failure where this feed, if it were chosen for analysis, would 

result in errors. 
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Annual Vehicle Revenue Hours 

Layover time is included in the NTD calculation of revenue hours but not in the 

GTFS calculation, which only includes running time. Because of this major discrepancy 

in calculation methods, statistical testing and additional quantitative analysis were not 

pursued. Since the NTD reporting manual says that layover time is usually equivalent to 

10 to 20% of the running time, isolines are shown in to identify where points would fall if 

the NTD data were adjusted to GTFS data with an additional 10 and 20%. NTD data is 

expected to lie between the two isolines where NTD equals GTFS+10% and GTFS+20%. 

The trend line for this dataset is within that range for larger agencies and is generally 

consistent with results discussed earlier. Layover time varies considerably from route to 

route and among agencies; for that reason the best-fit line is a more appropriate visual 

representation of the aggregate trend of the GTFS-calculated values.  
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Figure 20 Comparison of NTD-Reported and GTFS-Generated Annual Vehicle Revenue Hours 

 

Discussion 

The tight distribution of values in Figure 18Error! Reference source not found. 

demonstrates that GTFS feeds are capable of generating the same system-level revenue 

miles that are reported in the NTD. The distribution of percent differences, however, 

identifies a significant challenge for direct comparison of NTD-reported and GTFS-

calculated values among small agencies (less than 5 million AVRM). This warrants 

further analysis to identify whether discrepancies are the result of data in the GTFS feeds 

or the methodology used to aggregate that data.  

Although the direct comparison is unavailable for revenue hours because of 

layover time, the comparison of NTD-reported to GTFS-generated vehicle revenue hours 

still suggests results consistent with that of the vehicle revenue miles comparison.  
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Well-formed GTFS feeds are a good source of data and the method employed in 

this section is an accurate way of aggregating trip-level metrics to the system level. The 

more consistent results among large agencies support the notion that the aggregation 

method is adequate. The comparison of the aggregation methodology to the NTD data is 

important because Chapter 3 highlighted potential pitfalls of working with granular trip 

or stop-level data that could misrepresent information when aggregated incorrectly; if the 

aggregation method were flawed, it would be seen for all results in the last few figures in 

this chapter. This result implies that the GTFS Reader can be used for other analyses with 

well-formed GTFS feeds. 

A major challenge for analysts is the rate of GTFS feed publication as discussed 

earlier in Figure 16 (Potential scenarios in sequential GTFS feed releases on GTFS Data 

Exchange). The high frequency of updates by some agencies required that the analysis in 

this research only use one feed when it ideally would have incorporated multiple ones. 

The use of multiple feed may have resulted in a more accurate comparison of fiscal year 

data than the generic year generated from the single feed analysis. The complications in 

feed publishing reinforce the notion that GTFS Data Exchange is less suited for historic 

analysis than it is for the traveler information applications for which it is designed. More 

consistent upload rules and GTFS feed validation
6
 by the GTFS Data Exchange would 

improve its potential use for historic transit performance analysis. 

Two system-level metrics were calculated in this analysis, but others from the 

NTD could have likewise been included. One such metric is the number of vehicles 

operated in maximum service, a straightforward calculation of the number of active trips 

at all times of day. Another is directional route miles, foregone in this analysis because of 

the more significant geospatial calculations that are needed (the existing GTFS Reader 

framework does have the capability to use more functions from PostGIS to accomplish 

                                                 
6
 Validation here refers to the format of the GTFS feed and its internal consistency, not its 

agreement with data in the NTD. 
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this calculation). Other metrics are straightforward tabulations such as number of stations 

for rail systems, or even number of bus stops (not currently in the NTD). The lack of real-

time information in this dataset limits the metric development to these kinds of scheduled 

availability metrics, but future use of real-time information could address others like on-

time performance. 

One caution about GTFS data validity is that since individual transit agencies are 

responsible for both their own NTD submissions and their own GTFS feeds, it stands to 

reason that any errors in an agency’s raw data would cascade into both the NTD-reported 

and GTFS-generated metrics. This analysis assumed the correctness of NTD data because 

it is used by federal agencies for distributing funding, but a successful comparison of 

these two values only indicates internal consistency within an agency. Still, since riders 

would likely catch major errors in GTFS feeds, this is a promising finding. 
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CHAPTER 5 

CONCLUSION 

As a publicly-provided service, transit service often faces scrutiny by policy-

makers and the public. Reporting on the current level of transit service is important in 

order to demonstrate the value of transit as a public service, to garner support for 

investment in transit, and to provide policy-makers and the public insight into the 

operations of a public agency. One way to provide information about an agency’s service 

is to develop and report performance measures that accurately represent different factors 

of the service. The advent of open data has allowed for citizen action in the form of data 

analysis and has opened the door to greater transparency in public agency operations. The 

result of this research is an endorsement of GTFS data and the GTFS Reader framework 

for use in substantive performance measurement.  

One of the original reasons that the author first explored this area was that, as a 

performance measurement data source, GTFS data seemed inherently reliable; agencies 

use this data to convey to riders the actual service provided so that trips could be planned 

and transit could be consumed. For that reason, the information should be right. Of 

course errors and omissions may occur, but the GTFS data could be trusted to provide 

accurate performance measurement as much as the general public trusts Google Transit to 

give accurate scheduled transit data. Getting from standardized digital timetable 

information to meaningful performance measures required more nuance and 

understanding of data than originally anticipated, but the resulting methodology is 

documented here for future researchers to apply elsewhere. 

The real impact of this thesis is that future researchers have the opportunity to 

incorporate better transit analysis going forward. Planning processes are limited in their 

treatment of transit service most often because transit lacks data and the United States 

prioritizes quantitative planning processes. The long history of traffic counts, roadway 
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inventory and other automobile data led to research and policy that addresses automobile 

concerns. As practitioners and policy-makers are better able to identify and point to 

specific deficiencies among transit service, there will be a better opportunity to address 

those deficiencies. Although the author doesn’t suspect that many other datasets beyond 

real-time vehicle location will soon be in the mainstream open data movement, the 

standardization and use of other transit data could likewise improve the attention paid to 

transit. These might include passenger boarding and alighting, train-car specific loading, 

fare payment, vehicle maintenance and right-of-way maintenance. Again, these are not all 

well suited in the context of open data, but if they are standardized and available to 

researchers and analysts, the stories that they tell can be addressed. 

Future Work 

The analytic demonstration and comparison to NTD values from this research is 

largely a precursor to future practice in the use of GTFS data for transit performance 

measurement. GTFS-generated metrics for large agencies are good alternatives to the 

NTD-reported values, but small agencies are more susceptible to differences between 

their NTD-reported and GTFS-calculated values. The most important near-term work is 

in identifying the source of discrepancy to determine if it there is a systematic error in 

either the aggregation presented here or the GTFS feeds themselves. If this is resolved, it 

will suggest that open data generated by agencies in general can be considered a reliable 

description of the service provided by that agency.  Researchers and practitioners could 

comfortably use open transit data for other applications.  

In addition to work like the DVRPC inclusion of GTFS in their travel demand 

modeling (23), regional planners could use GTFS to identify gaps in mobility for seniors; 

they could run transit availability analyses that make use of temporal distributions, not 

just spatial ones; and they could use it for alternatives analysis of transit improvements. 
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Beyond the applications of GTFS to the planning and analysis process, the other 

logical step in this arena is to apply one of the real-time transit data standards to calculate 

reliability measures such as on-time performance. There are currently three main 

competing standards for real-time vehicle location information: GTFS-realtime, a data 

standard for transmitting live data about vehicle locations and transit arrival predictions; 

the Transit Communications Interface Profile (TCIP), a complex standard covering all 

hardware and software interactions for transit systems in the United States, including a 

customer information module; and SIRI, the Service Interface for Realtime Information, 

which includes similar functionality to both GTFS and GTFS-realtime. While none of 

these three standards has as broad acceptance as GTFS does in the United States, it is 

possible that agencies will gravitate towards one of these standards as over the next few 

years. As more and more data becomes standardized and readily available, analysts and 

researchers will be able to better understand the functions of transit agencies. 

One useful project would be to create a modified version of the GTFS Data 

Exchange that has a more thorough reporting and validating mechanism. A federal 

repository might look similar to the GTFS Data Exchange except that it would include 

agency-endorsed GTFS feeds, it would limit the rate of updates to only relevant or 

changed schedules (or fixed errors), it would tie GTFS feeds to specific agencies, and it 

would ideally have a policy lever that encouraged agencies to participate. The effect of 

this clean data repository would be that transit data would be available at a much more 

granular level than the current annually-reported datasets that ask for system-level 

characteristics. Federal guidance could support the establishment of this kind of 

clearinghouse, even if agencies themselves weren’t specifically compelled to participate 

but did so on their own. 

If the clearinghouse can store all the valid GTFS feeds (and eventually real-time 

data connections), it opens up the possibility that new data to describe transit agency 

modes, routes, and stops could also be generated. The GTFS Reader could, for example, 
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read every feed when it is uploaded to the clearinghouse and then report all the stop, 

route and system level characteristics related to headways, stop densities and other 

metrics discussed in this paper. The result would be actual metrics rather than just 

timetables could be stored in publicly accessible locations. These are projects whose 

results would invite broader participation in transit research. 
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